
Collaborative Unsupervised Visual Representation Learning From Decentralized Data

● Learn visual representations without labels
● Achieved remarkable performance on 

centralized data available on the Internet

Unsupervised Representation Learning

Challenges

● Unable to centralize growing decentralized 
unlabeled data due to privacy concerns

Proposed: FedU Framework

Evaluation
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Iterate four key activities until stopping conditions
1. Local training: clients conduct unsupervised learning (BYOL [4])
2. Model upload: clients upload trained models to the server
3. Model aggregation: server aggregates them to obtain a new global model
4. Model update: server updates clients’ local models with global model

Divergence-aware Predictor Update

Intuition:
● Small divergence: use the global pθ
● Large divergence: use the local pΦ
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Contributions

● FedU, a new federated unsupervised 
representation learning framework

● Address non-IID problem:
○ Design a communication protocol
○ Propose divergence-aware predictor update

● Non-independently and identically distributed 
(non-IID) data leads to divergence [1]

Existing works

1. Single client training: bad result. 
2. Federated learning: need labels

Q: Which predictor to update?

● Setup: 5 clients, one fifth of total classes per client

Q: Which encoder to aggregate?
A: Online encoder -- has latest 
learnt knowledge

● Linear evaluation
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● Left: Ablation on the communication protocol
● Right: Ablation on DAPU (Divergence-aware 

Predictor Update), compared with using only 
global or local predictors

Paper & Code: https://weiming.me/

3. Federated unsupervised learning:
○ [2]: bypass non-IID problem
○ [3]: potential privacy leakage risk

Communication Protocol

Q: Which encoder to update?
A: Online encoder -- keep target 
encoder for regression targets

https://weiming.me/

